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This ,)n)er is a brief Lnfmdu( Lmn to. fmu’e pulatlon sampling methods,

IR

special ly pry; mud tor thoso coneerned with statewide assesqm'-:nt Drogram.

)
t

'I'he-'sampl T pnx‘(dmos (h wu‘:ul in the paper are those most likely to be

i useful in achwvmq"!ﬁ abject 1v(-<' of statowide aqsec;qment. : . S
o T ‘ . . .

The p.ux“'t 1s intent mmll\y non maHuunaLlCdl. WhllP it presumes 1mow—

. — ._._._ B e -
L4 o

‘At -/ ledge of the fundamental conoepis of statistical inference, it does not

1

}jrequire any prior exposure to the formalitios of samp/lfjjnq. All sampling

terms used in the- maper arce carefully defined, Descrlptlons of sampling

[

- proce.dures make use of these def 1.uuom,, and awoid wmécessary technical—

T*Y

ltles. The. paper 1§ intended.ta.be a resource for those engaged in the —

eI s
° ) . e e

practice of statewide ass.ssmont, and mﬂ €S no cla1m to conprehensweness’*as**“wg
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- a theoretical treatise.
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————-=T"am golely responsible for any remaining ingecuracies.

i , . R e e G

: Princeton, ‘iew Jeorsey : _ . ~ . Richard M—daeger——

. / i. : . -

i o

:

\'l ”--—,‘ M
\ '
’ \

- —
{
‘ '
: i
t
b

—



LIGEEIE ) A

~ABLE OF CONTENTS S _—

" mut mis P@rooooooioo‘ooooooooooooooooooooo;ooooooooopooool

- -

SOITE %m a.n,d COl’lceptS.:’......J.......(..o........o....o...z \
POpll].athl‘l..............................................2‘
Saﬁpllng mltoooooooooooooooooooo005000.00000000000000074

Sal‘pllng Frane..............‘..........0.......‘..........5 . /

+ il
DAY .

Probablllty Sar‘plmg Pmced:ures. cesescsscsssssssssscsssse 06"""—'_;“‘ .

A .
- Estimate, Population Parameter and EStimatOr.....eeeeces.8

A ———

&tjmtor Bias....’........;...................;..........‘g-‘.-.:’;

' ;\Yar:iance, Mean Scuare Error and 'Effici_ency.....‘.........121;%

.Corlslswnw.............................................]'7 ’

et

e . ; s

Usmg Saﬂ'pling JJ"! Statemflde ASSGSSI\‘Efiﬁ;wfo si oo o?: o o—:; ccsvee 020

1 .
.Si“'ple Rarldo]n saI‘plmg.......0....‘.....................22

Stratified mndo]t‘ Sa]rplmg............Q\. .""..‘.‘...0......25
Sysw‘atic Satmljm’..............................‘.......30

CIpster Salmling..............‘......I.......‘.\;-V...N."...-....34 .

. f

"'_—". Mat.'rj.?( s.alrpl.ing.....l................0.....................44

Swmm........l...........‘..-‘.........'..........I.........‘.48-
Referen%s...................................................50

Appendix A: Evaluation of Alternative Cluster Samplmq
PI.‘OCGdurES""An exan’ple......ooooooo.ooooooooooooo'oooodooo"hooos:l

1



———

v o D e v e e —

A Prlmer on Sampling for Statewide Assessment

About this Paper

When a statewide assessment is plannéd,' one of the ‘first issues that

arises is who should be test?d’f' Even after a state has decided to test

s oo i

stude.ni-s in certain grades or at certain age-levels, the questlon, who .'
. should be tested?, remains. Should all fourth—gtaders"be"testad, or.,'
.' should some be selected for testmg’ : ’
In some states, t.he objectlves and purposes that give rise to assess-
. ment mclude a desire to secure test r.esults* for each student in a grade;
: | ﬁhe assessment -goals inciude individual assessment as weil as inséiwtima;l :
assessment. When individual assessment is desired, the "who to’ test" -

g

;? g qu(est&on is Qanswered by the selection of a grade or age-level for assess-.
o " ment.  Whe 1nd_1v1dua1 measurement is not a goal of statewide assessnent,
. 1t18 usﬁally economlcal and\a}irmnlstratlvely desirable to select a sample

' * of students for testing, ra}tl'xer ‘than testing all students. |

This paper ‘is intended to be é. primer on sampling fer_”statewide _
assessment. If its purp;se 1s achieved, the careful reader will gain E
substantial kncwledge:about the promises and _pd.i_:fallé of"éampling for
asséSsment. . 'Ihe reader will net becone an instant sampling expert; no
- short paper can accomplish that goal. Instead, the dedicated reader will

become a “samplmg conversationalist”, able to meet a sampling expert at
‘least half way, and able to knmledgeably discuss santpiing issues important

to }his state's assessment. Further, he will be able to converse in the

language of the vexpert .




Some Terms and Concepts g . .
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The goal of creatmg "samplmg conversatlonallsts" will be pursued ’

in three ways

=

1) By defln:mq terms and oon(:epts ba31c to qamplmg theory and 1ts

appllcatlens,__ e R .\ “
2) by*illustrating softe of ., e ways sampling pi'ocedm:es can ‘be \‘\.‘
used to achieve realistic assessment ob'iectives; and \\ B

-3) by descrlbz.ng issues that arlse when sampling procedures are '. |
| used, and the factors that oontribu/!te to their resolution. ;"
The balance of this paper is in two parts. The first part prova.des

definitions of some of the most important terms and concepts fundamental -

to the language of sanpling. In the second, consideration is ’91V€1’l to o

potential objectivé“é“é’f a statewide assessment, and the ways various sa,rrplixifg'
procedures can contribute to their achievement. In part two, the reader is
faced Wlth alternatlves and ehmces, and then presented -with facts to help

L

'h:un make decisions. -

~ Population ' | 1
In any sampling study, there is a definable qrouﬁ\,l‘or aggregation of .
eletrents. from which samples are selected. This aggregation of elements

is called the population of the study. 'I'eohnically, anv adaregation of

- elements that have at léast one attribxii:e in common can form a population.

In a statewide assessment, some examples of ponulatlons that might be of
interest are all public schools 1r/ the state that enroll smth-graders,
all sixth-graders enrolled in pu})llc schools in the state and all publlc-
school sixth-graders in the _'Eé‘ﬁ‘e “WhHo aré children of mlqrant agrlcultural

workers. From these examples, ,r1t is clear that populations can be composed

/
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of i.hdividuals or institutions. Similarly, populations can be composed

of people or things. The first population, all public schools in the

: state that enroll sixth-graders, is deflned by two attr:.butes. oontrol

e of school (publlc) and qrade—level offeri_ngs (sixth grade) ; theseeend
populatlon is also defined by two attrl.butes grade-level and public—_‘
school enrollment; “the third populatlon has three defmmg ‘attributesi

grade-level, publlc-school enrollment, and parental occupatlon.
| These examples of populations have some Jmportant cha\racterlstlcs
J.n CONToN . Each is composed of a finite number . of elements (mxth-graders*__
in the state, schools with sixth-graders in the state, etc.), and each is
| defined by. attributes that are eas:Lly recogmzed. 'Ihat_is, one can easilyﬁ «

decide whether an element is or is not a member of the population.

Some - populatlons t’hat are J.nflmte in size may he encountered in a

) statewide assessment. An example of" an infinite popula,tlon is "all multiple-

choz.ce test items that could ever be written, that purport to measure reaq--

ing oomprehenswn . In oontrast to the first examples, this ponulation is

not defined by attributes t]:lat are easily recognized. If faced with a

test Jdtem.thatewsantained a paragraph of prose followed by fom:: questions

on the main ‘theme of the paragraph, most of us would say that the item
was a "reading comprehension" item,v and therefore a member of | the popu]zation.l
BUt what about an arithmetic word problem..."If it took six men five days to
dig a ditch...?". Clearly, reaqu conprehensmn is a skill required to )
answer’tl'le 1tem cotrectly. Yet it requires more than reading comprehension .

to oompute a correct solution. Is the item a member of the population?”

The answer is debatable. B
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. All of the sampling procedures discussed in this paper assume.that
the populations to be sanp];’ed are finite. ' This is a realistic assumption
|

whenever students, classes, schools or school dlstrlcts are sanpled U=

like finite populations, infinite p0pulat10ns are somewhat mtangible

and. exist only in the mind of the heholder. However, there is a well-
develope theory of sampling from mf:.rute populatlons, SO they present
untable statlstlcal problems

Another way of defining a population is "the aggreqatlon of elenents
that is of central interest in a study"., This is an adm:.ttedly loose
defmi‘uon that mlght upset some statlstlcal punsts, but it helps to
point out the practical significance of pOpulatlonS. In a real-world .
'»study suc‘1 as a statewide assessnent, pooulations are' not theoretically— N
defmed e: xtltles that exist for the fascmatlon of - stat13t1c1ans, they
are the central focds of the study For exanple, in your statewide assess-
nent you may want to know the proportlon of pllbllr’-SChOOl fourth—graders
whose reading comprehension score is below the 25th percentile on a- nation-
al norm dlstrxbutlon. Here, the populatlon of interest is all fourth-
graders enrolled in the _publl_c schools of your state. The populatlon is
real, and of praotiéal interest. If you test every public-school fourth-
grader in the state, you can determJ.ne the proportion exactly (provided
there are no missing data, all absentees are tested at a later date, etc.) . |

Sampl ing Unit

Populatlons are made up of elements termed sampling wnits. The sampling

units 1nto which the populatlon is divided must be unique, in the sensc that .

they do not overlap, and must, when aggregated, define the whole of the pop-
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ulation of interest. Sanpl umts that mlght be used in statemde assess- L

o ——— -.——b—\ —_

man mclude students, class-sectlons, homemoms, teachers, c;e:hczolé‘», and

sch 1 districts. 'Ihese examples of - sampling units clearly define wnique - ’

éla]énts (one student is different from another; schools that have the safre
gfﬁdewlevels are generally umque umts) that can be readlly counted and |
aggreg‘ated : o \ . ' i |

| . ‘I‘he definmons given for ' populatlon" and "sampl:mg unit" may appear ‘ |

< be circular. But perhaps tl*iat 's ag it should be since sanpl:mg wnits.,
whgn sggregated, make up a populat.lon, and a population is an aggregation '

-

of sampllng umts .

' Sarrplmg Frame ) | | L

When "seIectJ.ng a sample", one is in Fact selectmg sanqolmg units -

from the agqregcttlon that compbses the populatlon. F‘or a unit to be ’
s._elected, it must be 1dent1f1able. A list that wniquely identifies aliv’

of the units in a finite population is termed a sampling frame.. 2 sampling

frame for statewide assessment miqht'consist of a list of all schools in.

seeondary students enrolled full time in vocational educatlon programs .
When assembllnq a sampling frame, care must be taken to ensm'e that ~
it corresponds preclsely to the populatlon of mterest. In the first - s
exanple above, a samplmq frame that con51sts of all schools in the state
-“_.&at enroll pupJ.ls in grades one through six would be oompused of non-.
"publlc schools. as well as public schoc 1s. - If 'che population of interest = "
cons:.sted only of publlq elenrmtary scmols this samplina frame would. be

lnapproprlate. Flrst, non-publlc schools would be listed in thn frame although

3
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they are not elements of the g pulatlon of interest. " The eTTonecus listing
. » § 4 _(
of elements outside the population of interest is known as "ov&rreqlstrat.i.on—ﬁ

becond, the definition of an- "«.loxmntary school" d1ffers f ram s‘tate to state.

o 3
\ - 'In some states, a school is glassxfled__as an_clemenmry sgthI_Lf ;tg_lmlls

‘. puplls in any grade bdoseen kmderqarten and qrade ?w. In other states, an

elementary school is defmed as a school that enrnolls pupils: in any qrade

beWeen kmderqarten ‘and qrade eight. 1In states w1th th, the laLter oer.nlti.on,.-r !
Jthere ma: be schools that enroll only seventh and e:.ghth—graders, that would _
‘be 'elements of a populatlon of elenentary schools. Ye't these schools would

‘be excluded from a. sanpllng frame that llsted schools w1th pupﬂs in fqr@s

- one through six. In this case, elenen‘{:s of the populatlon of J.ntere#t {all f

®»

& public‘. elementary schools) would he excluded fron the sam_pl,}ng frame (el.l
schools that enroll puplls in g\xades one t.hrough SlX) This type of error |
N ' :

(S !

S J.n_QQnsLulctlng a,~aupla.ng Frame is known as "mden:‘eglstratlon - |

‘ 'I’he point to be made is that«nopulatlons of interest in statewide asset#s-
mertt should be clearly and prec1soly defined. Then samplmg frames that i.'n-
: qlude onlx elemonts in the nopulatlons of interest, and all elenents in fhe
'\

populations of mterest, should be caref 1ly constructed. |

Probablllty '%ampllng Procedures

Whon sampling is ‘used in statew1de assessments the fmanmal objectims
- are clear. The desire is to save money and time by measuring or testing only
a sample of students, &€ be able to make accurate statements about a popula-

tlQn of students. Probablhty sar?ﬁl,l/nﬁ orocedures often allow these ob]ectlves

to be achieved, and in addition, allow one to determine the ll,kel_J,hood of o R
T&‘!k‘l;pq inaccurate statements about a populatioﬁ.

¢ cor i
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o Iﬂrobability sampllng Drocedures have three characteriStics in conmn .

F‘irst, the procedures are applled to- populatlons where the unlts vihich . i‘

3

s -~~mm—ccrrpose the population and the unlts whl'*.h are excluded from t’he population
« are expllcitly défined. 'Ihat is, given a potential salrblinq umt, one can

’_ “ “ say mequlvocally whether 1t 18 in the populatlon or not, Second, the )
‘ chances (or pmbabillty) of sefeetinq* any potential sample can he specified.
o ’Third, every sampling i in the popu‘.latlon has a pesa.tive qhance of bei?nq '
—- ..J select:ed It i&n' t necessai:v that every potential sample have an eq'ua,] chance :

of be:mg selected, Just that the chance of select.mg any potential sample

. The formal deflmtlon of a probablllty sampllnq procedure mlght appear

somewhat for'nldahle, and perhaps anenllghtenlrg as well. Sometimes even

-

smple thlngs are obscured by formallty (a square is a rlqht paralleloplped
| commsed of four palrwise orthogonal 11ne segnents. ..) . Ihstead.of pursuinq
" the deflmtlon further, consider some samplmg methods that are not probabilmy

_ sanpling procedures. Assmne that an assessment %jectlve is to detsrmine the
° \ L
. average socla-l studles achievement of elghm-graders in each school distr.lct '

1.n the state. Suppose that a particelarly large school dlStrlct dec1des to

- test elghth-graders 1n half 1ts schools and usWaQe achleverrent
-as an estimate of thes average for all eighth-qraders. Summey dec1de
’ to selec’t for testi.ng, those schools that are closest to the dlstrlc?t \, :

)
o. S, %

research offlce. Wlth thlS plan, they'll select the school closest to : .P"f

the research ofE.Q\flrst, the second c]osest school sefond, and S0 on, B

T untll half the schools in the district have been "sampled". “This isn't

w,canbeSpemfled. e " | - , h—

-«




a proh’abilitv sampling procedure, beg

-1st1c of such procedures. All ;zﬁe schools with elqhth-graders that are

T These rCW\pllng procedures cause problems not because they violate an' ! |
e

T ‘\“r% sent the POPulation. The district research office is probably in th,e.' !

. .. older or downtom area of the system. Schools near it are more likely to

. as a whole. and the achlevement of these students is therefore likely to be

»

- schools only from a prescribed section of the dlst.rlct. : . " "

. Mnm-.

o statlstical arti They help to prevent trouble in the practical world

units sampled, the number that results is called an estimate. For example, y

.

usie‘i"t violates the third character- .

farthest trom the dlstrlt:t research office are contamed in the sampling .
_frame, but they don't have any chance {zero probablllty) of being selecmd'

'I‘his same vlolatlon would occur with any sampling procedure that selects

.

arbltrary » but because they are likely to produce samples that. don't T

em:oli students from ldver socio-eooncmic status families than in tl‘neidistfict

. lower than :m the dlstrlct as a whole. So again, -the rules are not just o

o. assessrrer/nt. S B ’

: Estunate / ILpulatlon Paramcter, and Estimator

Iin addltlon to pr0v1d1ng procedures for collectmq data, sampling _
.theory prov1des fomulas for estimating characteristlcs of populations, such .

as averages, prOportlons, and totals. When a sample is drdwn from a: popm,a

e

mtlon, and a statistic (such as an average) 3.<;\ computed from data on the

if it is #OUnd that a sample of ten students selected from a population

200 has an 3verage ar1thmet1c score of 42, the number 42 iS"an estimate of..

of the average for the entire po‘%ulatlon of 200. The average for ‘the entire ",

-4

’




T . e A T A

3 4
R

v 9

e -

(S

; : ' o S .
-_m_'populatj,on would be an example of a population payameter. In general, popula-

, -
tmn paramters are urdmom characterlstlcs of populatlons that survey re- R

NG

seaxdweremuld- like-to- know.— If every element i,n a population is neasured,

the value of the p?pulatlon parameter can he determlned Instead of mas'uring

(every populatlon element, a survey ‘researcher wa.ll measure only elementa in

AL @ sample and, from these data, compute an estlmate of the population paran’leter

| Forrmlas that are used to compute estimates from sample data are teme;i -

. A
estinators. o . S ' \ .
"In a statew1de ‘assessment, the average educau.onal 1evel of . teachers "\}' e

in the state might be estimated-by sendmg a questionnalre to a sample of

teachers, and computing an average for the sampled teachers. 2An average

5 : ted from the quest.lonnalre responses of the sample is an estimate. and :

" '. ab ormula used to compute the average for the sample of teachers is an S
estimator. -

Estmator Blas B

‘Wheh a populatron is finite, the nw/nber of dlfferent samples that -
be drawn’ from it is also finite, A'llst can be made for any finite po;EZ-
tion, containing all of the samples of a gi‘venr size that could possibly

be drawn from it. For example, suppose that a school dlstrict has four
”high schoots and an assessmem. dlrector wants - to sanple two of the fouir,

if the schools are mumbered from one to four, the six dlfferent samples , .

of: two schools that could be drawn are as follcws.

T e s vnine anes st o eovmenrem iy

. Sample Schools in Sanple ,
| A 1, 2
o P L .
c 1, 4 ‘
‘ D 2, 3
B E 2, 4 —
F 3, 4 . )




++10-

3
PEIAARTY 4

| estimate the average by coilecting data in two of the four schools. Iﬁ

| _average per school was actually calculated using data from each sample, ;

Suppose “the assessment d.lrector wants to know the average number of . .-

_certified science teachers per high school in the district, and decides to

s
i
i
!

this example, the: population parameter is the actual avergge per school :55
for the four schools in the district. Data-from- eaeh—sample would prongde

an esthrate of this populatlon parameter, and since six different sanqoles‘ -

i

| vcouldv be selected, six different estimates are.posslble. P \\

) Conta.numg the example,. suppose that an est:Lmate of the populatlon

i
'
{

/

" and the six estimates were then tabulated. Tt would then be possible 1 S

calcdlate the average of these six estimates, If the twverage value of

estiniates Awas equal to the population averaqe, the estimator (formula used

| to calcul)ate each estln-ate) would be an unbiased estimator. If en

the other hand, the average of the sample ésta.mabes was either larger’ fyr

" smaller than the. populatlon average, the Estz.mator would be biased. 4

In general, an est:.mator is said to be biased if the average of }t.he
‘estimates it would produce (if the aver ge were to be taken over allﬁpcs-
sible samples -of a given size) were either 1arger or smaller than tl*?e pop- o
ulation parameter. If the‘average of all e_.stlmates were to equal ”g‘.he .

population parameter, the estimator'would be termed unbiased. °

. : . ‘
It should be intuitively clear that unbiased estimators are dgsirable.

. - f
~ An’assessment director would he happiest if eve‘ry estimate compu from a




L "ﬂ'ne mathematical assumptions that underlie the sampling procedure. Deter-

<11~ |
the average of the 'estimates equal the nopnla-tion paramater.
| Although unbiased estimgtors are desirable, a biased estimator can
‘ sonetimes be useful if the magnitude of the bias (the d:.fference between \
' the average estimate and the population parameter) is small Under sem _
conditions likely to he enoountered in a. statewide assessment an unbiased

estimator may actually be rejected in favor of a biaged one. .

At this point, the reader may wonder how estirrator bias can be conputed
using data from a s:mqle sample. The answer is, that it can't bs computed
. £rom’ -sanple data. To conmpute bias, one would have to know the value of the
popm,atim parameter. If the population parameter were known, mere,__mnld
be no reason to sample. e J ., I
The bias (or lack of bias) of a sampling and g:stimation pmcedure is

: —--actually determined from the estimator used (a mathematical, fomula) . and -, -‘

mination of bias is an algebraic procedure that dOesn t depend upon‘ data

at all (Murthy, 19673 Cochran., 1963). - ’ \
MUMERITAL ”J‘?IM”LI'. -Suppoec that the avpmép number of .
cert7fted setence teachers p er school vas knoum to be
‘.cqual t.o 3.6 fon the f‘our Mhnon in the district, and

the estimatas corputed fop *ht st pnsszble samples were

a8 foZZous: R ~
_;_ZL'I’Z_(_‘_ Jehosle in .’)'arrvpz'p Estimate
o S DR, 4.5
o I, ¢ 3.2
~ : 1, f 2,8
0 2, 3 2.7
£ 2, 4
F 3y 5.0

."H!'." t-,'l 7 1‘)1 . 1
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The average of the six estimdtes woulid equal

. 01 é .
=t = 053-
B e 7 ' |
The estimator used would then be-glightly biased, since =~ - - e
the true value éf thaupopalqtion parameter is 3.50, and T

. ; . !
the average of the estimateg produced by all possibla

~ samples of gige two 78 3.527 YWe'magmtude’af—bhe—-b-ms—w— —

equal .to the difference Fetween the population parameter B
nalue, and the average of the six estimates: 3.50-3.52 =

"'0. 02. . .
. “ -~ [,

-

*In this numerical example and in those that follow,

hypothetical data are used. It ie critically important

to recognize that these examples have been constructed

solely to illustrate the definitions of sampling concepts C

presented in the main body of the paper. Each example

assumes a 8ituation that is totally fictitious, and un-
~ like the situations that will be encountered in practice.
Namély, it ie always assurmed that the values of popula-
_ tion parameters gre known, and that estimates-are avatl-

LY able for all of the sarples that could possibly be select-
' ed. ‘

: In a practical sampling situation, population para-
meters will not be known. (If they were known, sampling

. would be wnmecegsary). Additionally, only one sample
will be selected, and only one estimate of the population
parameter will be computed. The variance of the sample
estimate (see the following section of the text) will .

 not be direetly computable from the data provided by a

_eingl: sample. Hovever, the variance of the sample
cstivate ean almost alvays be estimated from the data
provided by a single sample, and this estimate will al-
mogt alwaye be computed in practice.

Variance, Mean Square Error and Efficiency

ﬁmen an estimate of a population parameter is computed, it will farely
4 . :

be equal to the population parameter. The diffetence between the estimate

L]

dnd the population parameter is known as an error of estimation. In the
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nmrerlcal example of the last sec:tlon, the average nurber of certified
science teachers per school was ass\umed to equal to 3. 5 for the four

| schools in the dlstrict, and the esptmate compyted from Sample F was
»'assumed to be 3.9. With these aseéﬁptlons, the error of estimate would
_be(35)-(39)or-04. _ | /

If an estimator is unblased, its variance is equal to the average
j wof ’the squared errors of estimate, when f.;,he.._ average is ccmput_ed over all
poes.'i._ble samples of a giveﬁ size. Suiapose f:lqai: the estimator in the
exanble of the last sectien- had been wnbiased. Then applying this fof— '
mla for variance, the error of estamatlon wouid be computed for each
- of the six sample e eetmates, each oﬁ_these would be squared, and the
average of the 8ix squared errors would ‘equal the variance.

For a glven amplmg procedure and,samples of a given size, the\lmst
desirable unbiased|\estimatof is the one with the smallest variance. The
smuller the va.r:.anc% of an unblased est:i_mator, the smaller the chance that
. & large estimation error can occur.

When an estimator is biased, its variance is alse defined as the
averegeof squares of dif;e:f:ences. But instead of squaring the difference
between each estimate and the populc tlon paraneter, the variance of a.
‘blased estimator reqm.res that the d.l.fference between each estimate and
the average of all estimates be squared. The average of the squares of / |
these differences is taken’ ever all potential samples of a given size,
NUMERITAL PJXAMP‘[_,F,‘. Comsidep omoe again the hupothe tical
data presented 71*2 the last numerical axaynplel. © In that

cxapleo, the Qperape woier of certified scelence teachere

rop sohon? was asswned towcqual 3.8, “n a achpol Hotriet
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‘Wwith four schools. All possible samples of two schools
were idénz;ified, and estimates of the average number of

TR '

certified science teachers per school were assumed to

be as follows:

Sample Egtimate

. A 1.3 s :
B 3.2 ” g
. c 2.8 )
D 3.7
E 3.2
| ‘ ) F 3.9. . |
" he -average of these estimates was found to eQuaZ 3. 52. _
These data may now be used to compute the variance of the | o | i
esM o : . B
. ” , Difference Between Square of
Sample Estimate Estimate cnd Average Difference
A 4.3 = 4.3-3.52 = 0.78 0.6084 \.-u.@.' Stk
B 3.2 3.2-3.52 ==0,37 0.1024 T '
c 2.8 . 2,8-2.52 =-0.72 Z6.5184 3
D 3.7 d.7-3.52=0.18 0.0324
. E 3.2 5.2-3.52 =-0.32 0.1024 —
F 3.9,  3.9-3.52 = 0.38 O 1444- -
‘ L Sum of Squares: ©1.5084

Variance of Estimator = (1.5084)/(6) = 0.2514

The definitions of ariance for biased estimators and unbiased e_séim_a—
tors are illustrated by Figures 1A and 1B, below. Each figure shows a

distribution of estimateg across all potential samples from a population.
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Figure 1A: Distiribution of estimates for a biased estimator

difference |
uséd in
Q,rcalculat.]_nq;'
o ' ~variance |
l .
: . | e Stee of
; Value of  Value of a Estintite

population particular
parameter and sample
‘average of  estimate . R
sample estimates '

Figure 1B: Distribution of estimates for an unhiased estimator
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In Flgure 1A, the average of all estmates and the populatlon par
have dlfferent values, and the difference between them is equal to the

bias o'f the estimator. In Figure 1B, the average of all est:lmates and

| the popu]atien parameter ‘have the same value, since the estimator is .

»

-

‘i
.

If an assessment director has a choice of using two unbiased estimators, .'
the one with the smaliest variance should be selected. But what if the |
choice is between a biased estimator and an miﬁased?stunator’ The blased
estimator may have the smallest variance but its bias may be layge, and
the "proper choice is unclear. 'The assessment director needs some way of
comparmg the nagmtude of est:.matlon errors of hiased and wnbiased estimators.
A useful measure for this ptn'pcse is called the mean %quare error. Mean |
square error equ_als the sum of the estimator variance and the square of""tﬁe'"" ,.
estimator bias, : | , | o

-Mean sci{:are error = Variance + (Bias)2

[

[

v -
it N

NIMERICAL F.'.".’A./‘-I!PLF: .’la’irzgeth{-: data of the previous numer- .
Cfeal cxarplec in the f'émulq for the mean square error,
Memr Square Fppop = 0.0614 +'(~-0,02)" -
=0,2614 + 0,0004

n.2518 .

1)

[ 4
‘I thic wmerieal c,‘.'x'fl".',"‘l(?, the mean squarc error of
' !
tne ootlimitop Co o oloapl 1(7'" 3 { "1 the sariance,  Al=
thowth the wstimgtor o Placaly the mamitude of the bias

fa ovepy omall, avd B sontribates g inatgnd et amount

b Hh e Sqepe orpop,
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For an unbiased estimator, the mean square error and the variance are equal,
‘since .the bias is zero. . : . s
error than another is said to be more efficient. For a given samplmg

procedure, the most officient estimator should alwaye be used, since it will

) .ﬁ

provide the smallest estimation errors, on the average. D\Pen different.

. 'samp}ing proecedures are used, a less efflclent estimator may be preferr@
Jif igs sampling procedure is less Qostly or more oonvenient,. In the

pra cahwor}d of statewide ass sment, it may be worthwhile to take a

- larg sample if the sampling procedﬁre that can be used is more admin=
istratively convenient or less expensive to complete. .

Consistency S

Some amount of error in the estrmation of populatlcm parameters  from

.sarrple data is almost memtable. However, the magnitude of errors likely

"to occlr can often be controlled, With some samplmg and est:.mation pro- - =

R a--a-.-.--o-...-«)

cedures, the mean square error value can be reduced by drawi.nq .
. A
larger and 1a.rger samples, and estimation error is reduced to zero when

2 'the le size equals the populatlon size. ~ Such prooedures are sald to
provide énsistent estimation. A sampln,ng and estimation procedure is

said to be inconsistent if sampling errors can occur even when the sample

‘size equals the population sizdy . o
" when lack of consistency is encountered in practice, thes sanpling is
usually being-done-"with replacement”. In a "with replacement" procedure,

an element of a population can anter the same sample more than once. Al-_ . .

though lack of consistency can occur when elements are sampled without re- A
placement (once an element is sampled it is removed from the population),

it is not encountered in practical problems.
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As an example of a "with replacement" sampling procedure, consider

the case dlscussed in oonjunctlon with estlmator bias, above. In that o

example, two schools were sampled from a population of four schools. 'If

samplmg were to be done with replacement, ten dlfferent samples of two

. .schools could be drawn. 1In addition to the six sanples listed in the

prev1ous example, the followmg are pOSSJ.bllltleS’

Sample | Schools in Sample J
, - R WS
Y ; -, ;2 E -
. I : '.-3,"'B.
-j‘-“ ' . 4:'% . : . | : '“ -
- o More to the point, one could seléct many. different sainples of four )
. sample Schools in Sample St
: A I, 2, 3, 3 - . T
g B 1,1, 2,.3 |
c 1, 1, 3.4 | g |
- D L1, 51 ,l | L
F 3, 4, 4, 4 [

,  Unless the number of certifled science teachers was the same in all

- gchools, each of these samples v.uld provide a different estimate of the

- .

~average number of science teachers per school. As a result, sampling

exi'ors_ could occur even though the sample size and the "population size

__were the same, -~
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' Lack of consisténc.y becomes a problem of real concern in two situations.
' Flrﬁt, ‘when the mean square error ‘of an estimator is not reduced in size in =

some orderly way, as the sample size is made larger and larger. Second,

\
— e e T

_ when the size of the sample necessary to achieve' an acceptable mean square T
error'is close to the size of the pcpulata.on. Several-e,amplmg and estim- | .

at on procedures that are otharwise- attractlve for statewide assessment may

SRR S

produce these problems in some: situations. These procedures, and . the RS
poteutlally problematlc condltlons, are described in the next part of this

- paper.

NUMERICAL EXAMPLE. Comsider once again the hypothetical e ) ”

siltuation deseribed in previous numertieal exarrrplés, but

uced.” Asgume t.hat all samples"-’of size one, two, three,

and four schools are selected, and the mean equare error

of the estimator is computed for each sample size. Sup-

pose that the results arc as follows:

Sample Size | Mean»Squar'e Error i T
1 | 1,25
2 0.64
3 . 0.88 »
4 . 0.22
This excmple 1llustrates two kinds of inconsistency.
First, the mean cquare erpor doeg not become\progre.:siugly
. amaller ac the swmple size. 1o Inoreased; the' mean squaﬂre

cprpor for samples o three akoole 1o larger than the mean
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square error for samples of two schools. Second, the
‘mean square’ errer is larger than zero for samples of

foui’ seh(),ols, “even thOZl(;h there are onZy tour SC‘hOOZS",
. - ’ . \ X
* : . . -

"
- L]

S S in the pOpu';’,ation.

B

. ’Zearll/, the first kind of wcon istency is in- -

toZerabZe. A samplmg resea‘rcher,never knows how large oL
: v - : L B i

the mean square error will Le, although it can'be eeti-
mated for many Sanrplitzg grocedures. UnZe s estimates

are made for every posszble 'amﬁle} size.-(’mkich ié séme-

[

°~;~:_—j~-— Lt eS8 LMPOSS 'Lble), the researchef' can' rt dﬂtemmo qm

- _' . appropriate sampue size with m’u legree of‘ confzdence,

a large sarple may be lese ef. wment than a y small sample. A

¢ S ‘-

'l"’" "Using Sanplmq in Statewide Assessment o ' . e

Whether sampllng is useful for statemde assessment depends prz.marllf'“ -

. on the dbjectives of the assessment, ang. setz.c;.ri;:{arlly- ox;“t_r;s" capabllz,:les of o
5 : -tl’xose conductlpg ‘the asssssnent. "For same assessment purposes, usually when . ,_m
| | assessment r:esul\:ts Ia.fe desired for- 1nd1,v1dua1 studsnts, samplmg will not be |
useful at all. For other purposes, as when assessment results are desired S

for individual classrooms, 'sampling may be feasible bt}t iﬁmmctisal. But
v, for rany 1:;1ssessmsnt purposes; sérrpling-will not only P\)e feasible, b11t a c
‘practical route to saving tlms, dollars and effort.
the capabilities of the agency conduct:mg the assecsment have beén
dsemed secondary when oonsidering the usefulness of sampllng, since con-
siderable help--through consultants or outside agencies--is likely to be

’

F )

-
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readily available. Further, the costs of auch assistance ave ltkely to be -
more than repaid through the savings afforded by sampling,  \_ |

Some sanplmg proeedures are both feasible and practlcal for some

exanple, simple rande@@lmg (which is discussed belcw) Hay-be--im=-—
. practical for determining the average achievenent of pupils in a partic-
ular grade thmughcut a state (the impracticality sten*e from the need
) for_,_a single_list of _ali pupils enrolled throughout the state), hut’,‘
practical and feagible for detemid*ting—the average adxi'eveirept of pﬁpils .
in a particular grade in each schdol in i:he‘state. | In the latter case,
separate sinple random samples ‘might be selected from each school, using -
" - readily-avallable lists in each aschool district.
To this point, this paper has been concermed with tﬁe language of
sampling--basic terms and concepts necessary to an undeystanding of satn- '

{ \ ~N
pling and samplers. We shall now change course by considering two practical

assessmyt objectives gleaned from actual state assesgment reports,‘ and
describing how sampling procedures could be used "in awe

objectives. I

 Objective 1: Determlmng_the Average Reading Achievement of all Fifth-.

Graders in the State.

An abvious way of de-temining the average reading achievement of all

flfth-grade pupils in a state is to test them all, record their score:? and

compute the ayerage. This procedu.re, kncrwn as. taklng a census of fjft}h-—

-graders, was actually followed in the state that reoorted *his ob]ective.
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 For many objectives, and paréicularly when estimating statewide averages,

' talsing acensmlsmwasteftﬂand wnecessary. ...l

Simple Random Sampl ing . )

‘.

One procedure that ‘could be used to achieve Objective l is called

" simple random sanpling, a procedure in which every potentlal sanple has!'

| an equal chance of bemg selected Merely computing the arlt}metic'

average of data from a simple randcm sample will prov1de an estmate of ”

biased and cons:.stent, and there are well-]mcvm formuilas for estunating. \
the mean square error of the sample average (Hansen, Hurwitz and Madow,

1953)

‘To est:unate the average reading achievement of flfth-graders ina

state through s:.mple random samplmg, the procedure would be as follows.

F:Lrst, a sampling frame would be cons, -ed by llstlng each flfi-grader

enrolled in the state, and assigning { unique number to each listed pupil.

. The sampling frame would mclude all enrolled flfth-graders or only fifth-

| graders enrolled in publlc schools, depending on the population of J.nbereet. .

"~ bnce the sampllng frame was construc{ced, a table of random numbers would :

be used to select a sample of the desired size. A nunber would be drawn

from the random number table, and the pupil with the corresponding number

. would be added to the sample. If a number drawn from the table elther

exceeded the largf st mumber on the llxqt of puplls, cr repeated a nunber

already drawn, it would be dlscarded. Selection of randam numbers From




)

.

-2 3=
the table and correspondmg puplls fran the list would continue, until

the desired sample size was reached.
A practical prablem that we have skirted so far will. arise time and éime |

again in sampling. Just what is the "dealred sample 51ze" and how can it. j]\ .

be deternuned? With simple- random sampllng, the desired sample size can be | "

computed through straightfomard application of d formula given by Hansan, L

~ Hurwitz and Madow (1953) Cochran (1963) or in many other books on sampling.

Ra%wmmmmh hem,mm&oonsider some of the factora

that enter mto :Lt. First of all, the size of a sample that's reqmred to
estimate a populatton parameter depends on the magnitude of the estimation

errors that can be tolerated. The enhtire pOpulatiOl’l mus be sampled if the

-paramter must b[e known exactly. - If-a sample is taken, there ws.ll almost .

always bé some estimation error, and for some samples the error may be very

. . -
 large. Since simple random sampling is consistent, the variance of

" estimation errors can be reduoed'by increasing the sample size.

Three factors enter the sample size formula for smple random sampling&
the 81ze of the population, the variance of the variable that is to/ be est‘l.-
mated, and the size of the estimation error that can be tolerated. Same
‘rules of thumb for these factors.are as follows: The larger the population
size, the smaller the perceﬁ.age that must be sampled in order to realize
an estj.thator variance of a given size. For example, with a population of
100 pupils it might be necessafy to sample 50 pefent (or 50 out.of 100),
but with a population of 10,000 pupils it might only be necessary to sample

one percent (or 100 out of 10,000) to realize a qlven estimator variance.

¢ )
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'I‘he larger the variance of the variable for whlch a parameter is to bhe

_ estimated, the larger the sample sme requlred to achieve a given estim-
tor varlance. 'I'm.e i: ntuitively reasonable. If the varlable (for |
_Objective 1, readlng achievement) “has a large variance, estmates will
fluctuate greatly from sample to sample; a larger sample size w111 be

required to reduce 1ts average fluctuatlons.' F‘:mally, the smaller the ’
R ) 4 S ]

i’ est.unatn.on error that can be tolerat/ed the darger will be the reqmred

&Mgamv this mle—a;s mtua:&%ly—c{-'easeaabw. L
Should simple random sampling really be used to acha.eve Objectlve l?

' Px‘obably not, for the fiollowing reasons. F'J.rst, there are other, more~= -, ./ f-

" efficient sampling methods that can be used. Second, it would be admin- e
i ' l X ; /l'
istratively cunbersome to use simple random sampling. ‘As previously o

méntioned, the assessment director would need a complete list of all . _
- fifth-graders enrolled in the state. While such a lis“t could probably

P -be complled in most states, its preexistence is coubtful, and its’ compi-
' /
1at.10n-would be expensive. when sanpled flfth—qraders were actually

/

tested, same classes of 25 would have 20 tested puplls, some would /have

\
only one or two tested pupils, and some \vould have none at all. ‘Destlng

only sOme of the pupils in a classroom is administratively cumbersome, and’
~ probably should be awided unless the numher of pupils drawn from each
classroom is very small. |
Simple: random sanphng is almost always discussed in sampling texts
beqause it is a straightforward procedurc, and can be used to illustrate

imbrtant sampling properties. It also provides a benchmark against

t
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which the efficiency of more sophisticated sampling procedures can be-

) cm_tp_axgd For statewide assessment the practicality of simple 1 random

sampling is limited, althouqh it may be useful when the objeci-;ive is to

estinate some properliy- of schools or school distric.:ts., | |
Stratified Random Sampl:.nq | |

An alternative to slmple random samplmg that could be used e
achieve Ob;ective 1 is stratified random sampllnq. Stratified random

it takes advantage 6f facts that are kncwn about the elements of a popula-
tlon Stratlfled random sanplmg can’ be contrasted with simple random
samp].tng by considermg a spec1fic example. Suppose that the size of a
simple random sample necessary to, est}.mate the average reading achiemt
'of' a state's fifth-graders was fou.nd to be 200. Following the proceduxe )
for selecting a simple ;‘andom' sample, it is possible that;: "the". 200 pupils
selected migh have an achievement ‘average that was far higher than f:he
average for all flfth-graders in the state. This wou.ld a]most surely be

the case if most of the pupils in the sample had verbal IQ scores that

were, say, above 130. Suppose it was posszble.to guard against samples -
that had almost all hlgh-IQ puplls, by ensuring that any sample selected

would have sme low-IQ pupils, some mid-IQ pupils and some high-IQ pupils,
with percentages of each similar to the percentages for the whole state.

Samples of pupils that came close to representing the state's fifth-
graders on verbal IQ would probably do a good job of representing them

on reading achievement. This is true because verbal IQ-score and read-

sampling is generally more efficient than simple random "Eaj@”ﬁffd,fﬁébause -
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ing achievement are highly related; those with high verbal IQ-scores -
‘ {

are likely to have high reading _achig'(r_ermt scores, and,tho'se'with. low verbal
7._IQ-_Scores_- Are likely to have low reading achievement scores. Use of known

n*lationSh:ips among variables and available data an sampling units is
what makes stratifiect sampling efficient. Stratifiéd’sanpl:i_ng pré%)enfs

. -,the selection of extremely mrepresentatlve samples (such as all hlgh-

) (o) fngplls) , and thcreby prevents large est:.matlcm errors. | 'I‘o achieve an
esif;iggtor variance of a given 51ze,' stratified sampling will t;herefore
require a smaller sample size than will simple random sampling.

’ | g&strétified random sanpling, elements of the population are first
clasmfled into categories called strata, accordJ.ng to their values on one

-Or more stratification variables. In the prev10us example, verbal IQ

played the role of a stfatification variable. Any variable for which a
value is known for every element of the population can be used as a L
stratification variable. However, stratified sampling, won't be efficient | -
unless the stratification variable and the variable- for which estimates

are desired (reading achievement in the previous example) are highly re-

lated.

Considering the previous example more expliéitly, suppose that Qerbai - |

10 was to be used as a Stratificatibn variable, and the parameter_. to be ‘. .
estimated was the average reading achievement of all fi.ft/h—qfadefs in a
state. The first step 1n using stratified ri idaom sampling would be to

. define appropriate strata. For example, iow-IQ pupils might be defined

as those with verbal IQ-scores below 85, mid-IQ pupils might he defined
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as those with verbal IQ-scores between '86 and 115, and high~TQ pupils as
thdsé with verbal IQ-scores of 116 or more. These IQ intervals would
"c‘iefine three strata, and might be labeled stratum 1, stratum 2 and stratum
3. Once the strata were defined, each fift.h-grader in the state would be
classified ag a menber of stratmn 1, 2or 3 dependlng on his (her) verbal
IQ-score. When all flfm-qraﬁl 2rs in the state had been assigned to strata,
a 'sjmple random sample of pupils would be drawn from each stratum. The

‘ak'erage reading achievement of pupils sampled from each stratum woﬁld then

e

be calculated, and these averages would be weighted appropriateiy to' form
an estimate of the average achievement of fifth-graders throughout the staten. ..
The estlmator would be both unbiased and consistent. \ .
For estimating a statemde average, stratifiéd random sampl:.nq has the
| same dlsadvantages as sunple random sampling. It requires a sampling frame
that lists all flfth-graders in the state. In addition, it might result 'in
e ,M_selectlon of a few puplls from some classes and many pﬁpils from others. |
It thus has the potentlal of bemg administratively disruptive in some
gchools and’ dlstncts. [x
The main advantagy// ofh stratified random sampling is its efficiency
(when the right.s_trati’fication variables are used). In adaition, when
stratified sampling is used in statewide assessment or in other educa-
tional data-colleétion programs, the information needed for stratifica-
tion is generally available., During the last decade at least, group IQ
testing has been almost miversal", and nearly all school districts admin=-
istier standardized achievement tests (Goslin, 1967). In addition, school 2

systems record all manner of information on their pupils such as parental
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occupations, educatiorial levels of parents, and sizes of pupils' families.
All of these,,variables tend to be highly related to current educational
achievement (Mollenkopf and Melville, 1956, Burkhead, 1967), and if |
avai-lable, would be quite useful as étratification varidbles in state-
‘wide assessments. o
. In theory, strata can bc defined by any nunber of vdriables. One could,
._,‘—fot"'eicanlplé-,‘ stratify pupils by IC-score and status-level of father's oc-
cupation. The strata thus formed might be labeled low-TQ and low-status
occupation, "low-IQ and mid-status ocicupétio_n, low-1Q and high-status oc-
cupation,. mld-IQ and low-status occupation, etc. Stratification by two
| or more variables is only eff1c1ent when each stratlfication variable is
.,highly related to the variable for which estimates are sought, and when
the stratificétion variables a.e not highly _related among then‘selveé. ‘i‘he
previous example, stratification of pupi.ls by IQ-level and by status level
of f'ather's.occupation, would probably be an umecescarily cunbersome pro-
cedure. Although reading achievement is highly related to béth I0-level
and status-lcvel .of father's occupation, the two, stratification vériables
Varc__themselves highly related. Pupils from high-status homes tend to have
higher 10 levels, and vice versa. Stratifying pupils by these two variables
lS therefore redundant; stratification by either variable would be almost
as efficient as stratification by both; although IQ—levcl would p;mbably be
a better stratification variable than would father's occupation.
- - -- -~ Practical use of stratified sampling requires several design decisions
in addition to those already discussetl. Once stratification variabieé :

have been chosen, the sample designer must decide how many strata to use)

j
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tlgg limits or bouncaries for edch stratum (¢. g., IQ below 90, 10, between

' 91-110, etc.), the size of the sample to ée:&eclzt, and the number of units
to sample from each stratum. Each of these( topics has been the subject

of theoret1ca1 and empirica? study in the theory of sampling. Again,
garical factors that influence the decmlons will be described. The

nunber of strata depends on the magmtude of the relatlonship _ ” . .
.beween—the—stratlﬁieaaen—vaﬁable -and the vanable for which estmlates |

are sought. The stronger the relatlonshlp, the .larger the nunber of strata

that will prove useful , although practical llmlts are reached very quickly. .
Even when thé stratlflcatlon variable and the variable of interest have a
dorrelation coefficient of 0.90, there is not much advantage to using more = :
thah, t‘our strata (Cochran, 1963). The problem of determining houndaries E .
for strata so as to make stratified sampling as efficient as possihle has
been given considerable attention by Dalenius and Hodges (1959). They
provide formulas that can be used in practice, but defy smple, intuitive
explanation. Explicit formulas also exist for determlnlng the sample

size to use in stratlfled sampling. As in simple random sampling, re-
quired sample size depends on the population size and the size of the
estimation errors one can tolerate. Unli.kg simple random sampling, the
sample size for stratified sampling also depends on how well the "popula—

tion haé been stratified. The object of stratification is to. form categories,
'with'in which sampling units are as nearly alike as possible on the variable of
interest. The more nearly this has been accomplished, the smaller will be |
the sample size required to achieve a given estimator variance. Determina-

tion of the number of units to be sarpled from each stratum is aenerally
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handl :d in one of two ways. Using a procedui‘e termed optimal allocation, :-."

a specific formula indicates the sample size for each stratum. = The
advantage of this procedure is that it makes a given stratified sampling

~procedure as efficient as possible (hence the term optimal) . An al-

ternatlve procedure is te:med proportional allocatlon. With proportion-

al allocation, the size of the sample selected from each stratum is pro-

portional to the nubey of population elements in the stratum. The ad-

vantages of proportional allocation include sirplified estimation formulas,
“and assurance that the stratified samplina procedure will be at least as
efficient as simple random sampling.

Sys te!TBth Sanpllng

—~The average reéading achlevement of flfth-graders in a state could

also be estimated by using a systematic sampling procedure. Several

-----

, sy‘stematio sampling procedures ‘have been developed in the last two decades,

' but only the one used most widely——lihear systematic sampling--will be

considered. .
Like simple random sampling, linear systematic sampling would require

a sampling frame of fifth-grade pupils. Instead of -consulting a table of

random nurbers to determine cach sampled pupil, a random nunber table is
consulted only once with linear systematic sampling. The. sampling frame of
pupils is conmdered to be an ordered list. The first sampled pupil is

_ selected randomly, and successive pupils are selected at multiples of a |
constant interval beyond the first. A specific example may help to

clarify the procedure.




~31-

2

Suppose it was desired to select a linear systematic sample consist-

ing of) ten percent of the fifth-graders in the population. ; To determine

the first sampled pupil, a nuber between one and ten would be drawn from

a random number table. ‘The pupil with the cbrrespondjng nunber oﬁ_t_hg,_

’l'sanpling frame would become the first sampled pupif. Thereafter, every

tenth pupil would be sanpled. Thus if the random number Six were drawn

from the table, the first sampled pupil would be the one listed sixth in

the frame, the next sampled pupil would be listed 16th in the frame, the _

next 26th, and so on, until the sampling frame had been exhausted.

t ___NUMERICAL EXAMPLE. Comsider the selection of a.ten per-

cent sustematic sample from a pnpulati’on of fifth-grade

SR g

pupils. Suppose that a table of random numhers had been

consulted to select a nuwiber between one and ten, and that

the number dram wac six. - If the sampling frame wvere as

follows, the sarpled pupils werdd be those marked with an

asterisk:

Pupil Number

1

9
6

s
"9

0 -
11
1"

Dl L Neame

,'-.’rm_p?zg/,..',’nhrs
Cevipa, Paul
Hmoo, Barbara
Spevey Capol
Tpeery Mary

s wWrlliawm
Mapiopile
rnelad ey e
e O .,

R NS IE
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Pupil Number
_ 18
- 14
16
*1€
17
18
19

o0
H7

Puptl Name

Tocco, Brenda

Maleolm, Thomas®

Mgoffy Douglas

Fouratl, Sharron

Brarib vy, Joan

willis, Kevin’

P7eard,  Ronald

Libby, Linda

Arcieri, Sheryl

Kristof, Charles

Patterson, Virginia

Johngson, Elmer

Jaxe, dnne

Stahl, Mildred .
Walch, Helen .

Adarms, Patric’a
3

The tnpe2 eta siomifu the continuation of the list,

ol the celesttm of every tenth pupil beyond the 26th,

L 1
TR & S 5

! . 2
DRV Y

cnt i caeplina frme bl been erhausted,

Thus*

cwarfatne 1040 pyp e, the last one selected for

sy e ool Lhe prgrdl number D36

«“

Systematic sanpling has the advantage that it is easy to apply by .

hand, whereas sirﬁple random sampling or stratified random sampling are

quite tedious without a computer when a sample of appreciable size must

be drawn. When used in an assessment pyogram, systematic sampling would

L 3
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also eﬁsure that the number Of pupils sampled frﬁm ‘each CWH\ was ) L
approx.l.mately equal, provided the sampling frame listed pupils sequential-
ly by classmom Like smple randam sampling though, systematic saﬁpling
'_would requ.lre a list of all fifth-graders in .‘tl':e state, )

o Unlike simple random sampling and stratified sampling, linear
s‘ystematic éampling is somei:irres Lﬁ"xdependable. It is not alwayé con-
sistent, and there are no really good ways to est'imaiL:e mean square error.

__Conversely, linear systematic sampling. can be wery efficient if the list
used for sarru’_oling' is carefully constructed. If pupils were listed al-
phabetically in the sampling frame, one would supp;)se.that their average
achievenment mlght be estm\ated about as efficiently as v)lth ‘simple random,

R'san'plinq. In lfact, alphabétic listing of pupils sometimes results in

~ more efficient astimation (Jaeger, 1970), although this won't always be
the case. Real qaj:ﬁs in the efficiency of systematic safnpling can be

| Goealized by listing pupils in increasing order on some variable that is
highly related to the variable of interest. For examle, if a linear,”
systemai:ic sample of fifth-graders was selected from'a sampling frame in
which pupils were listed in increasing order of their wverbal I res, N

_ average -readinq achievement could bhe estimated very effficiently.( The
effect of such ordered listings is much the same as f.he effect trat—- -

" ification, since sampling from an ordered 'list ensures that sc;n'e pupils-
are sampled at all levels of the variable used for ordering.
Linear systematm sampling is one of those prqcedures mentioned

earlier, that 1sn"t always consistent and, depending on the relationship

between the sample size and the population size, may lead to biased esti-
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| &
mtlon. Usually the maqmtude of the estlmaf:lon bias is 1nconse£1uent1al,

but the lack of cons15tency may prove to be a serious problem. If sampling '

must be done without a computer and if the x%eqlured sample size is large,

linear systemat_lc sampling should be consule#red for statewide assessment.

Otherwise, alternative sampling procedures (such as stratified samplirig)

will pro{ride more dependable results. \_

-

" Cluster Sanlplfng

In the sampling procedures discussed to this point, the sampling

units “used were basic elements of a population; e. g., individual .pupils. '
In eluster sampling, the sampling units are not basic populatien elements
vbu‘t a.re groups er eggregat.ions of such ele'ments. These groups of elements -
are bemed clusters o . | S /

i In most app]_lcatlons of cluste.r sampllng, the clusters used axe .
naturally-ocmxrrmg groups. In surveys of consumer behavior, for example, -
homes are frequently used as sampling units. When estimating the averag'e"
achievement of fifth-graders throughout a state, several naturally-occurring
clusters of.pupils micht be used--eelmool distriets, schools, or homerooms.
Of course, ﬁese aren't the only possibilities for clusters. One might
consider groups of students living in particular areas of the state or.
groups of pupils with last names beginning with the same letter. I—bwevere

. natural ly-occurring ‘clusters afford far q'reater adnu.mstratlve oonveme.nce

than would these contrived clusters. Pupils can readily be ideatified _.lgyA -

classroam, school or" school district, and could easily be agsenbled fb_r-
' ¥

testing and measurement on a homeroom-by-homeroom or school-by-school hasis.

e

4

._,;..'.‘J
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If a cluster sampling procedure is identified by the units used as
clusters--school districts, schools, homercoms, or conhinétidns of thése-—
many different clust.er sanpling pmcedures could be used to Agat};ér data

cmsn.der on

ﬁor Objectiye 1. Before enumerating some of the pOSSlbllltJ]éS, let's
'in detall, and thereby” introduce some of the lanquage of

cluster sampllng ‘
. Suppose 1t was demded to use schools as cClusters, and to test the

reading achievement of all fi\fth—graders enrolled in sampled schools. This

procedure is an example of single-staqe cluster sampling. The sampl indy
plan-_muld be carried out by first constructing a sampling frame of all

o

schools in the state that enrolled fifth-grade pupils. A éimple random

7
e

"sample of schonis could then be selected using a table of random numbers,

just as in simple random.salriialing of pupils, described above: All of the

ment test, and appropriate formulas would h:: applied to the test results in

___..order to estimate average achievement for the state. The formulas to be
. 'Y :
used (estimators) are well known in the sampling theory literature, and can

be found in ary standard text such as Cochran (1963).

This cluster sampling procedure has some éla'vious administrative ad-
vantages. First, the state department of education is 1ikefy to have a
camplete list of schools that enroll fifth-graders, although it proba_bly
'doesn't have a list of fifth-graders enrolled in the state. Thus a ready-
made sampling frame is likely to exist for this sampling rrocedui..
Second, only a sauwple ofkschools will be involved in testing. Disrupiion

- -
A

>

"‘-fifth-grade pupils 1.n sampled schools would then be given a reading achieve-




\

‘ ' &

e
of normal acadaﬁc procedures; willl be confine& to the sample o‘f. schools,
" the costs of distributing-test;_ng materials will be recfuced, and a&rﬁhis&a—
tive procedures will be simplified.
- The administra*ive ~onvenience of this samplir'mg procedure is likely
to be ofiset by a substantial reduction in efficiency. In almost all
cases, cluster sampling of schools will be far .less efficient than simple
random sampling of pupils: The "almost" is inserted in the previous
sentence because there are n?table exceptions to tﬁe rﬁle. The efficiency
of ks‘ingle-_-stage cluster sampling depends on many factors, some of which -
) : can bev controllgd by the sample designer. The composition of the clusters -

used influences efficiéncy to a large degree. Two extreme cases will il-

lustrate this point. To take one extreme, s'ppose that dl1 of the 'fifth-‘

graders in any given school had the same reading achievement score. In ) L
this case,; testing all the fifth-graders in a school would be a waste |
of time and money; the average achievement in a school could be determined
by testing just one fifm-'gm_""ader. \Mbre to the point, the effecti\}e

sample size is equal to thej"i nurber of schools in which testing takes
place, rather than the number of pupils tested (since testing more

thén one pupil in a school would p;rovide only redundant information).

In. technical terms, this extreme case represents a situation in which

all of the elément's within a cluster are completely homogeneous on the
variable to be estimated.. The other extreme would occur in a situation

where the average reading achievement of fi fth-gfaders in cach school

. === yas identical, and equalled the average for the whole state. In this
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case,} the average for the state could be estimated perfectly by col-
‘lecting data in only one school, since testing pupils in more than one
school would provide only redimdant information, In technical terms,
this extreme represents a situation in which elénents within a cluste'i"
are as heterogeneous as elements within the entire population, and |
where clusters are campletely homgeneoﬁs. In real life, the com-
- position of the population will fall sc&newhere' between these extremes.
For cluster sampling to be efficient, we would like the composition of -
" the pot ixiafié"r{“ﬁdbé sumlértothesecond extreme: not much difference
among Clustérs on tl:le variablé to be estimated, and a lot of heterogeiieii.:y
amng elements in the same cluster. With this composition, only a few
clusters need be sampled in order to get a good mpfésentation of the
entire ,'population. |

Unfortunately, the naturally-oc:mlrriﬁg clusters availabié for state-
wide assessments tend to provide homogeneity within clusters and hetero-
geneity between clusters for many variables likely to be of interest.

o e
Congider sampling of schools to estimate pupil achievement. At least be-

fore bussing for purposes .of desegr'egatioﬁ y the attendance areas of schools
tended to Be defined by ;neighbor.'.u ods that were relatively homogeneous in
their socio-economic-' and racial compositions. In a society where neighbor-
hoods tend to be defined by people of the same social and econamic level,
ii: is natural that schools teﬁd to be homogeneous in these variables. Since

pupils' scores on achievement tests are highly related to the socio-gconomic

’
.‘.
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i,étatus of }their families, schools also tend to bhe homogeneous in measured
' academic écﬁie@ent.

' The composition of the population of interest (e. g., all fifth-graders
in a state) is a factor beyond. the control of the sample designer;_ whateyer.
is found must be tolerated. However, there are factors that the user of
cluster sampling can control so as QO'greatly increase sampling efficiency.
One such factor is the estimation procedure employed. When the clusters to
be sampled are not only heterogen~ous, but also tend to vary g'reatly in size
(both are tendencies of schools and school dlstrlcts) , simple random sampling
. of clusters with unbiased estimation .of averages is very meff1c1ent. A
more efficient alternative involves sinple randdm sampling of ’clustérs and |

use of an estimation procedure known as ratio estimation. To use ratio

: estmatlon, the number of clements in each cluster must be kncwn, a rem'd.re-
ment that is easﬂy met in most assessment ?appllcatlcns.v The ratio estimator
- is biasgd, but consistent. The amount of b;Las is likely to be small for |
populations used £n statewide assessments, fand the mean square error will
usuélly be much smaller than that of the mbiased.estimator. Formulas for
fatiq estinwation can be found in Murthy {1967) Cochran (1963) and Hansen,
Hurwitz and Madow (1953). |
‘Additional alternatives modify both the sampliﬁg procedure and the
estimation procedure used with single-stage cluster sampling. By defihi-
tion, each cluster has an equal chance of being selected when clusters are
sampled randamly. One fl_i};eﬁ'rnatiw ‘bmcedure, known as PPS sampling, selects

clusters with probabilities proportional to their sizes. If schools were
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being used as clusters in order to estimate average fifth-grade reading
achievement, the probability of selectiﬁg a given school would depend 6;1
-itg fifth-grade enrollment. A school with.»200 fifth-graders would be twioe "
as likely to enter the sample as would a school with 100 fifth-graders.
The PPS procedure prov1des not only a sampling method but associated es‘euna-
| tors of averages, proportions and variances as well. It is simplest to do

\
PP? sampling "with replacement" since selection probabilities vary as the

aX: is drawn, wher sarwling is done without replacement. PPS sampling
. N . | .

wi rebl«gcement provides unbiased estimation, but is an inconsistent pro-
cedure. The mean square error of the estimator gets consistehtly smaller

as sample size ig increased, but does ‘not go to zero when the sample size

T _véfquals the populamon,,slze. “In practlcal sltuatlons, this lack of con-

sistency will be a problem only when the required sample size is very close

to the population size.

EP°S sampling ig efficient oniy when cluster size is highly related to

the véri:able for which estimates are desired. Since school size and school

: dlstrict size are not highly related to basic-skills achleverrent (Burkhead,
1967) » PPS sampling will not be efficient for estimation of average achieve-
ment in a state. Some school and district "input" variables (suctT a8~ the
average value of 'lthe taxable property in an attendance area or district)
are highly related to school or district size, and PPS sanpling would
probably be very efficient for estimation of tl:\ese variables.

A fmal alternative, PPES sampling, is 11ke1y to be a wery efficient

way of estimating average ach]fwtl a state. PPES stands for uRm'B.
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ability proporticnal to expected size" (Cochran, 1963), a term that is ap~
propriate in some sampling coﬁtexts but not in the context of s‘tatew‘ide‘
asséssnent. PPES sampling wés first introduced to handle situations in
‘which cluster sizes were not knawn exactly._ In these cases, "expected
sizes" rather than actual sizes were used.

In assessment applications, cluster sizes are usually known but are
) 6fi€;?if‘ﬁéarly"\uﬁféfatea"i:othe variables for which estimates are desired.
.l __The greater the relationship between the variable for which estimates are
sought and the "expected size" variable, the higher the efficiency of PPES‘
gampling. "I‘his being true, clusters can be‘sampled withl probabilities. pro-
| portional to any variable that has a known Value for e&exy ciuster in the

ation; the variable used can be totally unrelated to cluster size.

Oonsid&/itﬁhp case of dbjective 1. Suppose that a group IQ-test had been
admj_riiskli’:/er Qlto every fourth-grader in the state in the year preceding the
current assgssment. If the state had records containing th> average IQ of
fourth-éraders for each school and the fqurth-grade enrollment of each school,
the product of these two could be used very -effecti'vely.as an "expected gize"
measure wflen estmatmg average fifth-grade reading achievement. This pro-

cedure would be highly efficient because the average of fourth~grade IQ- |

scorgs and the average of fifth-grade reading achievement scores would

be highly related across schools.
Like PPS sampling, PPES sampling results in unbiabed but inconsistent

estimation. Again, inconsistency will be a practical problem only when |
the required sample size is very close to the'population size. Additional

" information on PPS sampling and PPES sampling can be found in Murthy (1967).
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o Instead of using schools as clusters, the average reading achievement

of fifth-graders in the state could be estimated by using eith'er_' hmtsromm_w
. or school districts as clusters. Either of these single-stage cluster. .‘
sampling procedures would be feasible, provided appropriate sampling frames
could be constructed. Undoubtedly, every state deparunen{:.of education
has a éor.ﬁplete listing of school ciistricts that enroll fifth-graders. A
sampling frame of homerooms prqbably wouldn't exist in most states though,
- and sampling by homercoms would require a Specsally constructed frams
/\The cost of constructing a Sampllnﬁ frame of homerooms would probably be

more than offset by the increased eff1c1ency of a single-stage cluster

' 'sanpllng plan with homerooms as clusters. In most states, cluster samplmg

of homsroons would be far more eff1c1ent than cluster sampling of schools,
and cluster sampling of schools would be more efficient than f'luster sampl:.nq
of dlStrlctS. The increased efficiency is due in part to substantlally

- greater size\variability arong districts than among schools, and arong
schools than among homerooms. \

) ) ! ;
"Thus far we have considered only single-stage cluster sa\lrpling pro-

cedures, Many multi-stage cluster isampling procedures could ﬁ)e used to
estimate the average reading achievement (;f a state's fifth-g}“ade.rs‘.“ Pos~
sibilities include the following: 1) A random sample of scﬁc}»ols could be /
drawn, and within sampled schools, random samples of homexooms# could be
selected All flfth-graders in sampled homerooms would be tested. 2) A

randam sanple of districts could be drawn, and within sampled districts,
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random samples of schools could be selected. All fifth-qraders in sampled
schools would be tested. 3) A random sample of districts could be drawn,
and within sampled dis£ricts, a random sample of homerocoms could be selected.
All fifth-graders within sampled homerooms would be tested. 4) .A random
sample of districts coulé be selected, and within sampled districts, ranaoﬁ
samples of fifth-graders %ould be selected and tested. 5) A random sample
‘ 6f schools could be drawn and within sampled schools, random saﬂples of
fifth~-graders could t;ga selected and teéi:ed. - 6) A random sample of fiftl:n-
;,g:ade homeroams could be selected, and within sampled homerooms, random
"samples of pupils could be drawn and tested, -7) A random sample of
districts could be selected, random samples of schools could be drawn with-
in sampled districts, and ranhdom samples .of homercoms could be selected
within ea‘ch sampled schocl. Ayll fifth-grade pupils within sampled home=- = °
rooms would be tested., 8) A random sample of districts could be selected,
random sa:rbies of schools could bé drawn within sampled districgts, random
samples of homerooms could be drawn within sampled schools, and ‘random
samples of pupils would be selected aﬁd tested within sampled homerooms.
Alf:hough these eight procedures do not exhaust the possibilities, they
provide sufficient illustration of the flexibility of' cluster sampling. ‘
Procedures 1) through 6) are e‘xamples of two-stage cluster sampling.
In'procedu;e 2), for example, sampling of districts constitutes the first

stage (districts are term:d primary sampling units or PSU's), and sampling

of :chools is the second stage. Schools would be called secondary sampling
units. Procedure 7) is an example of a three-stage cluster sampling pro-

cedure, with districts as PSU's, schools as secondary sampling units, and

-

e
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homercoms as tertiary sampling units. Procedure 8) is a four-stage
cluster sampling prdcedure. |

Multi-stage cluster sampling will often be more statistically ef-
ficient than single-stage cluster sampling. That is, the mean square,
error of the estimator will be smaller, for a given number of elen\entaxf
units in the sample. There are also some\ administrative advantages to
mlti-étage sampling. If sampling frames don't exist, they need only
be constructed for a sample of PSU's. For example, if a state wanted

to use homeronms as clusters but didn't have the required sanpfing frame,

it could use two-stage sampling with distriq_ts as PSU's and hc‘merocm\s' as

secondary sampling units. The district sample would be chosen first, and
sampling frames oi;' homerooms would be needed onlyi for sampled districts._

Cluster sampling 'can also be used in combination with other pro-
cedures such as stratified safrpling or systematic sampling. One could,
for example, select samples of schools stratified by the average IQ-level
of enrolled fifth-gradets or by a measure of the average socic-economic
status of pupils' 'families. As anotl;ne‘f_ alternative, one could select a
simple random sample of school districts, énd lselect systematic samples -
of fifth-graders from lists -grranged in order of increasing IQ-score with-
in each sampled district. Each of these alternatives would be more ef-
ficient than multi-stage random samplinq.

The final choice among cluster sampling procedures depends Ol'/l many
factors, not the least of which is previous knowledge of £he popﬁlation
of interest. To choose among sampling procedures intelliqef;tly, one -

should have some idea of the degree of homogeneity within and among




\
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potential clusters, anavthe re atiénships aﬁ'é)ng variables for which
estimates are sought and those that might be used for stratification
or as measures of size. Ewen with these kinds of qéta, assurance that
one has chosen the best of the available alternatives can only come |

| through careful analysis and often, lengthy comutation. (See Appendix - -

A, ,.

It cannot be overemphasized that .dat-v_a typically available in schools

and ;chool districts can be used very effectively 1-;0 design efficient %
sampling prodedurés. A wealth of informatidn on students, teachers, ciasses,
schools and school districts is routinely recorded and filed in school -
district office§ and in offices of s‘tate departments of education. Data
from previous testing -programs. aré abimda;gtly ava;l_}ﬁ'b__ﬂl‘gﬂ,i_gﬁlnbst all
school districts-arud states. Background information on pupils and teachers
is also on file in nost school districts. If judiciously selected and

“ evalﬁéted, these data can be used for stratification, fof arrangenment of
populations in ordered liéts, and for pretesting of potentially efficient
sampling procedures. This mcha}nica_l use of information to arrange and
sort populatians should not provoke charges of invasion of privacy, since

individuals' names need be associated with individual data elements only

for purposes of sampling.
Matrix Sampling

Each of the sampling procedures considered to this point has assumed
that all sampled pupils respond to the same set of measures; ¢. dg., the
same reading comprchension test. Tn the past ten years; rescarchers have
paid ir-reasing attention to procedures that sample test items as well as

students. These procedures are termed multiple matrix sampling,
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and have been used successfully in National Assessment as well as in

!

several statewide assessments. ‘ / ;
' " 1

Multiple matrix sanlpiing could be used to eSt.'i.maté the average read-
ing achievement of all fifth-graders: in a state. The procedure might be
as follows. Suppose that a ‘50-item reading achievement test was to be
-use_da Instead of administering the entire test to all sampled pupillsy
the test could be divided into five forms with ten items each. Each
sampled pupil would then take a 10-item form instead of the entire 50-
item test. EBach of the 50 items would be used in a 10-item form, and
approximately équal nunbers of pupils wouid complete each 10-item form.
Lord (1955; 1962) has developed formulas for estimating the average score
pupils would have earned, had each ccarrpleiéed the entire 50-item test.
Empiricai studies of~th_é best way to divide tests into forms and the sizes

of.pll;pil samples to use with each form have been conpleted by Shdemaker
(-]970\: 1971) and Knapp (1968), among others.

To date, statistical procedures for anal_ys_is‘ léf nmltiple matrix
sampling have been developed only for simple random sampling of items
and pupi]:é; ‘Although more camplex desiqr’; can be used, needed analytic

procedures are not yet available.

Objective 2: Estimating the proportion of third-graders in each school

district who can successfully achieve an arithmetic objective,-

Some statewide assessments use test items that are specifically
designed to measure the achievement of particular objectiveé. For exanmple,
an assessment might include items designed to measure achievement of

the arithmetic objective "Addition of pairs of single-digit integers".
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“TPiv@Tsud) itams might be administered to a pupil, ana the pupil might be_
said to have achieved the objective provided he can successfully complete
three of the five items. |

Suppose that a statewide assossmenﬁ_contéined such objectives-
reiated items, and that the principal purpose of the assessitent was to
.determine the proportion of ﬁupils in each of the state's school districts
that had achieved each deéignated objective.

.Manylof the sampling procedures desgribed above could be used to
‘gchieye Objective 2. Only in very small school districts (e. Ger thosr
with grade three enrollments under 200) would sampling bé uneconomicaf.
Among the procedures that might be used tofaéhieve Objecti§e 2 are sﬁhple
random sampling of pupils, stratified random sampling, linear éystemétic
' . sampling, and same forms of cluster sampling.

With Objective 2, each school district's third-graders woula con= "~

" stitute a separate population, and sampling in each school district could

be handled differently. That is, one distric£ might use sinple “random
'sampling, while another might use two-stage cluster sampiing of s;hools
and hamerooms, with homeroams stratified by average ability level of
pupils. In practice, use of several different sampling procedures -
would make good sense if the districts varied greatly in size. While
cluster sampling would be infeasible in a small school district (say,
one with only three elenéntary schools), it might prove to be highly
efficient in a state's largest school districts.

To accomplish Objective 2, simple - and~m sampling would be handled

just as it is described for Objective l. Standard formulas exist for
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the estimation of proport.tons through simple random samplmg, as-they-
do for the est.unatlon of mean square errors (Murthy, 1967; Hansen, |
Hurwitz and Madow, 1953). | * "N
When the dbjective is estimation of a proportion, stratified

sampling is unlikely to afford appreciable 1ncreases in efficiency '\\
over simple random sambling. To be efficient, strai:i_fied sampling -l -
requires that variances within strata be much smaller than the variahce \ |
within the whole population. The va.t;iances of proportions are very |
gsimilar, unless the proportipns are extremely large or extremely small

(the variances of proportions.in the range 0.2 to 0.8 are very similar).

Thus little reduction in the variance of proportions can be gained from

- stratification.

/ Use of linear systematic sampling is just as reasonable for the
achievement of Objective 2 as it was for the achievement of Cbjective 1.

A‘Ihe same potential advantages, and the same cautions, apply. A school /

dlStI‘lCt is more likely than a state department of educatlon ho have past )
test data and other 1nfqﬁwatlon on individual students. This information
can be used to create ordered sampl;ng fran%, permitting systemat.lc
samplincj from an ordered list. )

Unless a schoel district.is very large, mult:i-stage cluster sampling
will not be practical. For moderately large school systerns (enrollments
of ten thousand to thirty thousand), single-stacje cluster sampling of
homerooms is likely to be administratively practieal a]"ld statistically
efficient for estimation of averages or »roportions. Compiling a list

of third-grade homerooms should not be difficult in a district of moderate’
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size. Sampling by homercom would permit testing of intact groups of

puplls, and would provide a cmvement route for dlc;trunfﬁign of materials

and handllng of .assessment materlals in the f1eld

ST -—Multiple- mat;:;uarrplmq could also he economlcal and convenient in . _
all but the smallest school systems. Shoemaker (1970) has shown that
multiple mai;.rix sampling is useful for estimation of averages, prov1ded
the population is no smaller than 300.

] . :

This paper was intefded to help the reader become conversant w1th

important samplmg terms and concepts, and to become aware of Sdmpllng ."\\

'procedures that might be used in a statew1de assessment. ,It was not A

intended to create instant sample-design expertg or s'a;mpling theor;ists. ,,\\:
If the reader has gained a basic mderstanding of such terms and

concepts as estimate, estimator, population parameter‘,‘ estimator bias,

etc. , and if some of the sampling options available for statewide assess-

ments are now intelligible, the paper has accomplished its purpose.
Designing an effiéient sample requires knowledge of the science

of sampling. But perhaps runore than in cher statistically-oriented. -

disciplines, good sample design is an art. Tt requires 5 s:elﬁsiﬁivity .

to the nature of1 the popula.tione of interes:‘t, and attention to '

information and data that might, to the novice, seem unreclated to the

sampiing task at hand.” For these reasons, there is no substitute for -

experience when-q truly efficient sample design is desired. Investment
: b

in expert sampling consultation will usually be repaid many times over .

N
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by the economies an efficient design provides. But .t beﬁooves the
assessment _dire;:tor to be @mrsmt, if not expett, on sampling and
_its poténtials.. By knewing a little about the subject, the right -
q_ruestions can be asked, and the right data can be provided. The tagk

! : :
.of the sample designer will be made easier, and the resulting product

all the better.
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APPENDIX A

Evaluation of Alternative Cluster Samplina Procedures--An Fxample

When choosing anona alternative cluster sampling procedures, the

kinds of: theoretical notions discuséed in this paver (a procedure will
be more efficient when cluster sizes don't vary much, heterpgeneity
within clusters and homogeneity between clusters will provide incééased'
efficiency, etc.) provide some quidance. 1In a specific appiication,
assurance that one is using the best procedure can also be gaiﬁed through
analysis of data from the school diétrict or state where sapling is to
be used. - ) |

- Many'éﬁéfgcteristics of schools, school districts, and groups of
students showlremarkable stability from year to year. For examble, £he
averade basic skills achievement of a sqhool‘s fourth-grade élass is
likely to be very similar in two successive years, -as is the socio-economic
composition of the gchool's studentrbody. When searchiné for a sampbling
‘procedure that provides ﬁqximum efficiency, one can take advantage of‘
this kind of stability. T;é\method is as follows: Use data:.from the
previous school year to evalﬁétg the ‘efficiency of the sampling procedures.
being considéred for the currénﬁ year. Since it is unlikely that sampling
has been used in the past, data will be available for all students,
classes and schools in the district or 'state. With data available for
the entire population (a situation that will not hold for thg current
school year if sampling is used), results of sampling the previous year's

population using a variety of procedures can be feadily compared.
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An example of this kind of,evaluation uses data from a single school
district, called Anydlstrlct (Jaeger, 1970). For simplicity, computation
of estimates and estimator variances will not be shown; only lnltlal data
and final results will be presented. |

- . The population parameter to be estimated in this example is the
average reading achievement of the district's sixth-graders. The sixth-

grade enrollment of the district is 1180, with 45 sixth-grade ¢lasses
in 21 schools. bata available from the pfevious school year—include the
average 51xth—grade reading achlevement in each school, the sixth-grade
enrollment in each school, and the averaqe verbal ability score\of fifth-

graders in each school. These data will he used to evaluate foux_a}ter—

aﬁivé cluster sampling and estimdtion procedures: Simple random sampling
3 schools with unbiased estimation, simpyé random sampling of schools
| with Tatio estimation, sampling of schools with probabilities proportion-

al to their sixth=-grade enrollments  (PPS samplinq and-estimation), and ~
"séhgﬂing of schools with probabilities proportional to totals of fifth-
grade ability test scores (éPES sampling and estimation).

The evaluation of each clustcr sampling procedure wili use data
from the entire population of 21 schools. With these data, estimator
variances can be calculated exactly. It must be emphasized that
data for the entire populatioh will be available only when all sixth-
graders in the district arc tested--a éituation that will not obtain in
the current school year, when sampling is used. The method then, is to
use population data from a previous school year to evaluatgxéiiernative
sampling procedures, and to .ssume that the most efficient procedure for

one school year will also be most cfficient for the next year. The as-

sumption is generally sound.
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The following table shows sixth-grade average reading achievement
scores, sixth-grade enrollments, and averagé fifth-grade abllity |
test scores for the 21 schools in the district ulmder study. The data are-
" ‘yeal, They weré provided by the research office of a medium.sized school
district.

- Table A: * Sixth-grade Average Reading Achievements, S.ixth-(irade Enrollments,
and Average Fifth-Grade Ability-Test Scores for Elementary Schools in :
Anydistrict., . . P '

i
i

School Average Grade 6 Grade 6 Average Grade 5

Nuber Readi~.g Achievament * Enrollment Ability Score
1 66.11 | - 56 33.54
2 66.83 65 32,96
3 ' 71.27 o7 - 38.06
4 56.09 58 ' 33,81
5 64.57 T 47 34.29
6 71,09 66 , 37.84
7 74.89 ., 55 36.70
8 70.67 ' 99 37.69
9 74,51 ' 57 39.06

10 68.13 40 37.19
11 70.02 . 59 36.10
12 72.57 72 39,90
13 58.86 43 35,36
14 66. 35 63 | 36.20
15 70,71 38 - 36.92
16 65. 82 51 34.42
17 70.98 51 35,15
18 67.56 | a1 133,51
19 82.21 29 .76
20 65.61 74 35.02
21 51,14 49 . 30.18

| *Average number of test items correct.
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The data in Table A were used in formulas for the variance of the

estimated mean,approprlate to each of the four cluster sampling and

estimation procedures. In all cases, it was assumed that 10 of the 21

-schools in Anydistrict were sampled, and that all sixth-graders in

sampled schools were tested. 'I‘he ‘sampling and estimation procedure .
that provided the smallest ;ariance was judged to be best.
To evaluate PPS sampllng, i* was assumed that schoolq were sampled
with probabllltles proportlonal to their sncth-grade enrollments (the
data in the third column of Table A). To evaluate PPES sampling, a

slightly more-complex assumption was made. The measure of "'size" used

for a schocl was equal to the product of the school's sixth-grade en-

" rollment, and the avérage ability-test score earned by the school's

fifth-graders (the data in colums three and four in Table A). “While

this product 'I‘(sixth-grade enrollment times fifth-grade ability test (
score) ) might not have much meaning as an assessment statistic, it makes

an excellent variable for PPES sampling since it is highly correlated

»

with the total of sixth~grade reading achievement scores in a school.

The variances of estimators of average sixth-grade achievement in

_the district are given in Table B, below:

-

Table B: Variances of Estimators of Average Achievement for Sixth-Grade
Students in Anydistrict., Sample Size is 10 Schools from a Population of 21.

Samplina and Estimation Method Fstimator Variance

Simple random sampling of schools with

unbiased estimation 21.790
Si_mple random sampling nf schools with
ratio estimation 1.802

Sampling of schools with probabilities
proportional to sixth-grade e{lmllmmts (PPS) ,\ 3.622

Sampling of schools with pmbabllltles
proportional to fifth-grade ability test scores (PPES) 1.358

\
\
!

{ o
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From the data in Table B, it is clear that PPES sampling of schools
is the rpst efficient of the four cluster sampling procedures. PPES
sampling is slightly more efficient than simple random sampling of schools

' with ratio’esti_rration, more than twice as efficient as ‘PPS Y 1ing of
schools, and more than sixteen times as efficient as simple random sa!mollng

! of schools with unbiased estimation. Eff1c1ency is calculated from the
ratio of estimator variances.

Although PPS sa.mplmq and PPES sampling are not consistent procedures,
the variances of their estimators do decrease steadily as sample size is
increased. Simple random sampling of clusters with unbiased estimation

—or with ratio estimation are consi-+ent, so the variances ‘;of their estima-
tors also become steadily smaller as sample size is- increased. Thus one

Pe

" Tgan.generalize from the-data-in-Table-B-for-all sample sizes that are sub-

"

sténtially smaller than the popul~tion size. PPE§ sampling will be most
v

efficient, simple random sampling of schools with ratio estimation will

L . be next most efficient, PPS sanpliné will rank third in efficiency, and

simple randem sampling of schonls with unbiased estimation will be very
inefficient. |

Lo The formulas) vused to calculate estimator variances in this exanple.

can be found in many sampling texts, includina Murthy (1967), Cochran ‘

(1963) and Hansen, Hurwitz and Madow (1953).




